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Abstract 
In this paper a study and analysis of data compression schemes effect on network transmission and 

performance are applied using mat lab programming tool and Cisco packet tracer network simulator 

software is used for design of a network and measure the different performance metrics before and 

after compression. A two data compression method Huffman and RSA used on the transmitted data file 

and the effect of these method on file size and the consumed time to transmit this file taking into 

account the time required to compress the file. 
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1. Introduction 

Data compression has a very wide application in different life aspects like medical [1], 

multimedia and image processing, [2-4], wireless sensor network (WSN) which is a very 

interesting networking technology [5] as well as computer network, the mathematical 

computational methods had historically outperformed improvement of the topologies and 

interconnects of the network. A score counts per compute node had increased, the network 

bandwidth amount that is available per the compute node had risen, however, not sufficiently 

fast for keeping up with the node’s increasing computational performance. Such gap has 

been expected to be increased when entering the computing area, with the super-computers 

that contain hundreds of the computational cores in each computational node. In this new 

field, interconnect band-width between the nodes and a variety of the file systems will beat 

premium. The compression of the data prior to sending it to Input/Output nodes results in 

reducing load upon network. Even in the case where Input/Output nodes require 

decompressing data prior to sending it on external network, the compression may still be 

beneficial due to the fact that that several of the compression approaches are asymmetrical 

according to the throughput the de-compression is usually a magnitude order faster compared 

to the compression, ensuring the fact that the de-compression of the data utilizing limited 

amount of the Input/Output nodes doesn’t tur into bottle-neck [6]. Two compression 

techniques have been defined, which include either lossless or lossy. The lossless 

compression results in the reduction of the bits through the identification and elimination of 

the statistical redundancy and nothing has been lost in the information. The 2nd approach is 

the lossy compression that decreases the bits through the removal of the less important or 

unnecessary information [7-9]. Usually, any device applying the data compression has been 

known as encoder, which can be use many different techniques even neural network [10] in 

one or more level [11]. Compression is good due to the fact that it reduces resources required 

for storing and transmitting data. Some of the computational sources are consumed in the 

compression and decompression processes which are considered one of tradeoff of 

compression. Data compression system design has some trade-offs amongst a variety of the 

factors, which include the compression degree, the distortion amount that has been 

introduced, particularly in the case of utilizing the lossy compression of data, and 

computational sources that are needed required for the compression and decompression of 

data [12]. Compression and coding of the data are considered a good tool in enhancing 

network performance because it implies sending or storing a smaller number of bits which 

will require less time to send data [13]. 
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2. Proposed Method 

In this section the effect of data compression in network 

performance are analyzed, first step a data file are 

compressed using DCT and Huffman coding and a 

computer programs are written using mat lab program. A 

two programs are written to perform the steps of 

compression of each methods separately and the 

compression result obtained. Also provide information and 

details about main idea compression methods lossy and 

lossless and its details and mathematical formula for 

Huffman as a lossless method and DCT lossy and also 

illustrates the main metrics used to measure the network 

performance.  

 

2.1 Data Compression 

2.1.1 Lossy and lossless data compression 
Compression was extensively utilized in the wireless 

networks, like the 3-G networks, and for the optimizations 

of the web-sites for the reduction of end-to-end time of the 

transmission [14-20]. In those situations, the compression had 

resulted in the reduction of the latency of the transfer and 

improvement of the response times. The compression results 

in the improvement of the network end-to-end time of the 

transmission, band-width of the network, and subsequently 

throughput of the file Input/Output. A wide range of the 

researches were carried out on compression effects for the 

minimization of the consumption of energy. There are 2 kay 

compression classes [21-25]. 

 

2.1.2. Lossless compression 

It depend on reducing the number of bits through the 

identification and elimination of the statical redundancy. 

The number of information bit is the same before and after 

compression, Lempel-Ziv, Huffman coding and run length 

encoding are lossless compression techniques [26]. 

 

Huffman Coding Method 

Huffman code has been mapped to symbols of fixed length 

to codes with different lengths. The Huffman algorithm has 

been based upon list of all data or symbols that have been 

arranged in the descending order of the likelihoods. Based 

on those likelihoods, code words have been assigned. 

Longer code words have been assigned for smaller 

probabilities and shorter code words for the higher ones. 

After that, it creates binary tree, by a bottom up method with 

symbol at each one of the leaves. Which has a few of the 

steps, in every one of the steps, 2 symbols with minimal 

frequency values have been selected, then added to the 

partial tree’s top. The chose minimal frequency symbols 

have been eliminated from the list, substituted with 

secondary symbol that denotes the 2 original symbols. 

Which is why, the list has been decreased to a single 

secondary symbol, denoting the fact that the tree is 

complete. Finally, a code word is assigned for every one of 

the leaves or symbols according to the path from root node 

to the symbols in that list. 

The following are the steps of the Huffman logarithm used 

in compress the data file that contain an image: 

1. Arranging possibilities of character frequencies for 

downloading form and considering it as final series in 

the tree form. 

2. Repeating this process in the case where there’s an 

additional one note in the diagram of the tree. 

 A. every 2 notes with lower frequency repetition likelihood 

which equals result note repetitions. 

 B. Coding every pair of the branches of the tree diagram in 

the dual formula. The benefit of that approach includes code 

length stability besides the fact that there aren’t any 

intervals amongst the codes, which results in causing the 

ambiguity throughout the code opening and returning a file 

to the original state, figure1 shows the steps of Huffman 

coding [27, 28]. 

 

2.1.3 Lossy compression: 

In lossy compression it reduces the number bit by identified 

the required information and eliminating it, this method of 

the compression require some loss of data that can’t 

recovered to original data. Which indicates that data 

distortion is quite low. Lower distraction results in better 

outcomes and amongst numerous logarithms is the Discrete 

Cosine Transform (DCT), which expresses finite sequence 

of the data points based on the summation of the cosine 

functions that oscillate at a variety of the frequencies. DCT, 

has been defined as one of the commonly utilized 

techniques of the transformation in the data compression 

and signal processing. It’s utilized in the majority of the 

digital media, which includes the digital images (like the 

HEIF and JPEG, in which the little components of high-

frequency may be disregarded), digital audio (e.g. MP3, 

Dolby Digital and AAC), digital videos (e.g. H.26x and 

MPEG), digital radio (e.g. DAB+ and AAC+), digital TV 

(e.g. HDTV, VOD and SDTV,), and speech coding (e.g. 

Siren, Opus and AACLD). DCT is similar to DFT: as it 

performs the transformation of an image or signal from 

spatial to frequency domains, as can be seen from Fig. 1. 

 

 
 

Fig 1: Transformation DCT function 
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DCT formula 

The DCT can be mathematically represented in equation (1) 

where p (x, y) represents x, yth element of an image that is 

represented by matrix p. N represents the block size which 

DCT is performed on.  

 

(1) 

 

    (2) 
 

The eq. performs the calculation of 1 entry (i, j th) of a 

transformed image from the original image matrix’s pixel 

values. Due to the fact that DCT utilizes the cos functions, 

the resultant matrix is dependent upon diagonal, horizontal 

and vertical frequency values. Which is why, an image 

black with much frequency change has a highly random 

looking resulting matrix, whereas image matrix of only 1 

color, has resulting matrix of a high value for 1st element 

and 0’s for the rest of the elements [27-30]. 

 

2.2 Network Performance Parameters 

The network performance notion is associated with the 

service which is provided by it to the users. For example, a 

content delivery network (CDN) provides services for the 

delivery of the content to the users instead of the content 

provider. The CDN performance notion is dependent upon 

the content type which it delivers. For the CDN which 

delivers e-commerce site to the users, usually, the efficiency 

is measured based on page download times as well as page 

availability. The availability is a measure of the time percent 

the user is capable of downloading a website page with no 

failure, and the time of the download is a measure the speed 

by which a page has been downloaded and rendered by a 

browser [31, 32]. The performance can be measured by many 

matrices like the delay (latency), bandwidth, jitter, packet 

loss, and throughput. 

 

2.2.1 Bandwidth 

The band-width (also referred to as the bit rate can be 

defined as the network’s capability in moving the data 

amount alternatively over a time unit, it represents the rate 

at which the network carries an application traffic.  

 

2.2.2 Latency 

Latency can be defined as time that is needed for the 

transmission of a packet from a source device to a 

destination one. It can be defined as well, as time delay to 

travel via network, which includes all intermediate nodes 

from a source to destination. 

 

2.2.3 Jitter 

For packet stream, the jitter can be defined as measure of 

the packets’ latency variation. In some of the cases, it’s also 

referred to as the variation in the packet delay. 

 

2.2.4 Packet Loss 

Packet loss can be defined as percentage of the packets 

arriving with the errors or failing to get to destination. It 

results from network congestion in intermediate nodes or 

links which don’t have the needed band-width. 

2.2.5 Throughput 

Throughput is the actual measure of the speed of data 

transmission via a network. Even though, initially, the band-

width in the bits per second and the throughput appear to be 

identical, however, they’re not. Band-width can be defined 

as potential measurement of link and throughput represents 

actual measurement of the speed of data transmission [30, 31]. 

 

3. Results and Analysis 

In the present study, the effect of data compression in 

network performance are analyzed, first step a data file are 

compressed using DCT and Huffman coding and a 

computer programs are written using matlab program. a two 

programs are written to perform the steps of compression 

algorithm explained previously of Huffman coding are 

applied on image and the compression result obtained are 

shown in Table1 with compression ratio 2 and Figure 2 

shows the image after applying this method as we can see 

there is no visible different between the images before and 

after compression. DCT compression are used by applying 

DCT eq. 1 and eq.2 on the same image this result 

compressed image as shown in figure.2 with compression 

ratio 1.7 Table2 show the time required for compression in 

each technique. To steady the effect of data compression on 

computer networks performance Cisco packet tracer 

network simulator is used to create a local area network 

consist of server and computer as shown in Figure 3 and 

simulate the operation of sending data file and observing the 

time and byte rate (byte/second) for the original file before 

and after compression using both Huffman coding and DCT 

compression and the result are shown Table 2. Other 

Network performance factors are calculated as shown in 

Table 3. 

 
Table 1: Compression ratio for each technique 

 

File 

size 

DCT lossy compression 

ratio 

Huffman lossless 

compression 

72 KB 1.7 2 

 

 
 

Fig 2: Results from DCT and Huffman coding 

 

 
 

Fig 3: Computer network used to measure performance connected 

using Cisco packet tracer
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Table 2: Time for each compression method 
 

Compression technique Compression time(sec) 

DCT 2 

Huffman coding 29 

 
Table 3: Network performance results 

 

File Throughput Latency Bandwidth 

Original 34.816 2.26 100MB/SEC 

DCT file 37.974 1.094 100MB/SEC 

Huffman coding file 35.416 1.016 100MB/SEC 

 
4. Conclusion 

From the result above in table 1.we can see that the original 

file is compressed with compression ratio of 1.7 and 2 for 

DCT and Huffman coding which mean successful redaction 

of original file size. This reduction will improve network 

performance because as shown in table 3. Will reduce 

latency required for the transmission of data over network. 

the throughput for the three cases are close to each other 

because the throughput depend on the number of the packets 

that the network can transmit each second and the 

bandwidth used is 100Mb/sec for the three cases and 

because we use simulation for measuring network 

performance metric there is no packet loss or jitter. So it 

very effective to use data compression methods for reducing 

time and improve performance for computer network but 

some limitation in this process is the time required for 

compression which depend on the speed of the computer 

processor that applies compression technique to reduce this 

problem it's possible to use high speed computer.  
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